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Introduction

• There are vast quantities of scanned handwritten text that can be processed and is generally collected as images, which 
invariably introduces some noise (e.g., damaged documents, noise added due to camera motion, etc.), recognition of 
handwritten text  breaks down with the introduction of noise.

• Most algorithms include denoising step for the images before classification [13], while our approach can directly classify 
without denoising step due to progressively learn features at increasing resolutions to accurately classify the noisy 
digits/characters.

• We utilized the progressive technique which is a newly proposed method [14], for training Auxiliary Classifier Generative 
Adversarial Networks (ACGAN) [20]. It facilitates networks to learn features in a generic to specific manner as the input 
progresses down the model [23].

• We used the discriminator in the Classifier GAN for our Classification Network for the noisy handwritten characters, and 
novelly adopted the innovative GAN training technique, Progressive growing [14], to our Classifier GAN.
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Related Work

• Early work on classification of handwritten characters focused on dimensionality reduction and denoising. This 
includes the use of quadtrees [1, 3, 18] and intermediate layers of Convolutional Neural Networks for representations 
and Deep Belief Networks (DBN) for denoising.

• Multi-stage approaches have used chain code histogram features to discriminate classes in [5]. Similar to this work, 
increasing resolutions are used to assist in classification. Other multistage approaches have used modified quadratic 
discriminant function (MQDF) and gradients from neural networks to classify characters from many classes [6].

• Auxiliary Classifier GANs (ACGAN) [20] has introduced class labels in GANs by adding an auxiliary classifier which 
leveraged model in its prior, their research focused on image synthesis tasks and has shown better performance. The 
focus of our paper is classification of noisy handwritten (Bangla) characters. 
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Contributions

• It presents a novel robust noise-resilient classification framework using  progressively trained  classifier general 
adversarial networks.

• The proposed classification  framework can directly classify raw noisy data without any preprocessing steps that include 
complex techniques such as denoising or reconstruction.

• It experimentally demonstrates the effectiveness of the framework on the Noisy Bangla Numeral, the Noisy Bangla 
Characters, and the Noisy MNIST benchmark datasets.



Overview of our framework architecture
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Proposed Method
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Proposed Method

● Generative Adversarial Network: A Generative Adversarial Network (GAN) comprises of two 
networks: a generator and a discriminator, G plays with D a two-player min/max game, with a loss 
L(G,D),

● Classifier GAN: Comprises of two components each involving two log-likelihood L1 and L2. The L1 
involves the conditional probability distribution P(guess|x) where the input x can be a fake image 
or a real image (a training image from the noisy dataset) and guess takes two values fake or real,

● The log-likelihood L2 involves the conditional probability distribution P(label|x). 

● The generator G will try to maximize L2 − L1, but the discriminator D will try to maximize L1 + L2.
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Proposed Method

Progressively Trained Classifier GAN: Progressive growing is a recent development from [14] that uses 
transfer learning to improve the quality of the learned models.

• Training is performed individually for the layers of the generator G and the discriminator D. 
• New mirroring layers are added to G and D before a new training iteration is run. 
• This increases the spatial resolution of the output image for each layer progressively added. 
• Layers in G and D become more specialized to spatial resolution, resulting in them learning finer 

features.

Classification Network: Progressive training results in a stabilized discriminator that has learned the 
essential features from noisy data at multiple resolutions, resulting in better classification performance. 
Finally, a softmax layer added as the last layer for classification.
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Proposed Method

Algorithm: We focus on classification ability of the 
discriminator, unlike other variants of GANs focusing 
on the generator for synthesizing images. 

• Initialize the progressive stages  
• Initializing a module, begins training the GAN (in 

normal training procedure).   
• An auxiliary classifier added to compute class 

labels, other than discerning if an image is fake or 
real. Similar to ACGAN [20].  

• After a module is trained, the weights are 
transferred to the next module.  

• Progressive training continues until training for the 
last module has converged. 
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Datasets

● Noisy Bangla Numeral: has three different versions, each with different type of noise added, AWGN, 
Contrast, and Motion. For each version, there are 10 classes of Bangla Numerals with a total of 23330 
black and white images with image size 32 × 32.

● Noisy Bangla Characters: contains 76000 black and white images for 50 classes of Bangla Characters 
with image size 32 × 32, in each version. There are three different versions one for each type of 
added noise as stated above. 

● Noisy MNIST Dataset: is the same as the original MNIST dataset except for added noise. Again, there 
are three different versions, one for each of the three types of noise considered. Each version 
contains 10 classes with a total of 70000 black and white images with image size 28 × 28. 

Those data are publicly available datasets could find and download online, it provided a training dataset 
and a test dataset.
• https://en.wikipedia.org/wiki/List of datasets for machine-learning_research#Handwriting_and_character_recognition
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Experiment Evaluation
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Experiment Evaluation

To understand the statistical significance of the performance improvements obtained by our framework over [13], we 
used McNemars test (since our framework and [13] had same test datasets). Based on the results of the McNemar tests, 
the improvements obtained over [13], even in the case of AWGN and contrast variations are statistically significant.
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Conclusion

• In this paper, we presented a novel robust noise-resilient classification framework for noisy handwritten 
(Bangla) characters  using  progressively trained  classification general adversarial networks.

• The proposed classification  framework can directly classify raw noisy data without any preprocessing.

• We  experimentally demonstrated the effectiveness of the framework on the Noisy Bangla Numeral, the 
Noisy Bangla  Basic Characters, and the Noisy MNIST benchmark datasets.
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